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PREFACE

In recent years, there have been many books published on power system optimization.
Most of these books do not cover applications of arti cial intelligence based methods.
Moreover, with the recent increase of arti cial intelligence applications in various elds,
it is becoming a new trend in solving optimization problems in engineering in general
due to its advantages of being simple and ef cient in tackling complex problems. For this
reason, the application of arti cial intelligence in power systems has attracted the interest
of many researchers around the world during the last two decades. This book is a result
of our effort to provide information on the latest applications of arti cial intelligence
to optimization problems in power systems before and after deregulation.

The book is intended as a reference for graduate students in electric power system
management, and will also be useful for researchers who are interested in this eld.
The contents of the book are based on recent studies specializing in the application of
arti cial intelligence such as particle swarm optimization, evolutionary programming,
fuzzy logic, and augmented Lagrange Hop eld network to power system optimization
problems. Issues widely considered in power system operation comprise economic
dispatch, unit commitment, hydrothermal scheduling, optimal power ow, reactive
power dispatch, and available transfer capacity. Moreover, subjects of the electricity
market, such as day-ahead generating scheduling and transmission pricing, are also
included.

The purpose of this book is to provide students of electric power system
management the basic knowledge of different optimization problems in the power
system operation of utilities as well as the electricity market. The presentation is simple
and easy to understand, and also up to date, especially in methods adopting arti cial
intelligence. At the end of each chapter, practical problems have been provided. The
book has been written with the help of several experts. We hope to get the readers
interested in nding state-of-the-art solutions based on arti cial intelligence to power
system optimization.

You are most welcome to send your comments or queries to us.

Weerakorn Ongsakul, Ph.D.

Energy Field of Study

School of Environment, Resources and Development
Asian Institute of Technology, Pathumthani, Thailand

Dieu Ngoc Vo, D.Eng.

Department of Power Systems

Faculty of Electrical and Electronic Engineering

Ho Chi Minh City University of Technology, HCMC, Vietnam
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(CHAPTER

INTRODUCTION

1.1 IMPORTANCE OF POWER SYSTEM OPTIMIZATION

Power system engineering has the longest history of development among the various
areas of electrical engineering. Ever since practical numerical optimization methods
have been applied to power system engineering and operation, they have played a
very important role. The value contributed by system optimization is considerable
in economical terms with hundreds of millions of dollars saved annually in large
utilities in terms of fuel cost, improved operational reliability and system security
[1, 2]. As power systems are getting larger and more complicated due to the
increase of load demand, the fossil fuel demand of thermal power plants increases
which causes rising costs and rising emissions into the environment. Therefore,
optimization has become essential for the operation of power system utilities in
terms of fuel cost savings and environmental preservation [3].

The aim can be to minimize the cost of power generation in regulated power
systems or to maximize social welfare in deregulated power systems while satisfying
various operating constraints. In general, optimization problems are nonlinear,
including nonlinear objective functions and nonlinear equality and inequality
constraints. Moreover, with dwindling fossil fuel resources such as oil and coal, the
limitations to large scale renewable energy development and controversial nuclear
energy as well as concerns about unsustainable levels of environmental emissions,
optimization has become even more important in power system operation for
economical and environmental reasons [4-6].

There have been numerous methods including conventional and arti cial
intelligence techniques applied to solve power system optimization problems
[7-18]. These methods are being constantly improved and developed to deal with
large size systems and ever more interconnected systems. Optimization problems
are complex due to a large number of constraints. Hence, nding better solutions
with shorter computation times is the goal of these methods, and power system
researchers have proposed several new, improved methods to this end [6].
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Several optimization issues have been considered in power system operation
such as economic dispatch, unit commitment, hydrothermal scheduling, optimal
power ow, maintenance scheduling, etc.

Economic dispatch [1, 4] determines the optimal real power outputs for the
generating units online so that fuel cost of generating units is minimized while all
unit and system operating constraints are satis ed. Emissions may also be added
to the objective function of this problem. In the economic dispatch approach, fuel
cost functions of generating units are nonlinear curves and the optimal economical
solution is found at that point where the total power output of online generating
units meets the total load demand in an optimal manner. The fuel cost function
of generating units in the economic dispatch approach can be approximated by a
quadratic function. However, other real fuel cost functions such as higher order,
multiple fuel types, and valve point effect can be included. In addition, generating
units facing the practical constraint of prohibited operating zones are taken
into consideration in this approach. All these issues make this a large-scale and
nonlinearly constrained optimization problem. Therefore, it is of great interest to

nd a practical, i.e., economical and fast solution to this problem.

In the economic dispatch approach, it is assumed that all generating units are
committed online to satisfy load demand. For off-line schedule planning, generating
units are hourly scheduled on/off, based on load forecast for a planned time horizon.
This is called unit commitment [1, 2]. The unit commitment problem is to schedule
generators such that the total production cost of the system is minimized while
the required spinning reserve is maintained and all other generator and system
constraints are satis ed over a scheduled time horizon, ranging from one day to
one week. Unit commitment scheduling is commonly a large-scale combinatorial
problem. The optimal solution of this can be obtained by exhaustive enumeration
of all sorts of feasible combinations of generating units, which is impractical for
implementation. Moreover, in a deregulated environment, power system operation
is price or pro t based rather than driven by cost based centralized optimization.
Hence, the aim of price-based unit commitment planning in deregulated power
systems is to maximize the total pro t of utilities without regard to any obligation
to satisfy load demand and spinning reserve. Hence, a more inclusive solution for
price-based unit commitment needs to be found.

In most power systems, there are not only thermal power plants but also hydro
power plants. The optimal generation scheduling of a power system with both
thermal and hydro power plants, called hydrothermal scheduling [1, 4], includes
additional hydraulic constraints and others regarding systems with pumped-storage
or cascaded hydro units. The hydrothermal scheduling method is generally used to
minimize the total fuel cost of thermal units neglecting the marginal cost of hydro
units subject to generator, system and hydraulic constraints in a given time horizon.
In ashort term hydrothermal scheduling approach, the schedule time horizon usually
ranges from one day to one week.
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Optimal power flow [1, 6] is also an important issue in power system
optimization. It is naturally a nonlinear programming approach to optimize a
certain objective function such as generation cost or transmission power losses
while satisfying a set of equality and inequality of generator and system operational
constraints which are imposed by capacity limitations and security requirements.
The optimal power ow function was mathematically formulated as an extension
of the economic dispatch problem. In the optimal power ow approach, several
factors are considered such as bus voltages, bus angles and transformer taps. Other
devices can also be integrated in the considerations such as FACTS devices and
phase shifters. Solving this problem requires optimization and power ow analysis.
Optimal power ow has become a powerful tool for off-line planning and online
control.

Another important optimization approach in power systems is the optimal
reactive power dispatch (ORPD) [19]. The objective of the ORPD is to determine
the control variables such as generator voltage magnitudes, switchable VAR
compensators and transformer tap setting so as to minimize the objective functions
while satisfying the unit and system constraints. In ORPD, the objective can be the
prevention of total power loss or voltage deviation at load buses for voltage pro le
improvement, or the voltage stability index for voltage stability enhancement.
ORPD is a complex and large-scale optimization problem with a nonlinear objective
and related operating constraints. In power system operation, the major role of
ORPD is to maintain the load bus voltages within their limits to provide high
quality of service to consumers.

In competitive electric power markets, electric utilities have to operate closer
to their limits, which may lead to line overloading and voltage stability problems.
Available transfer capability (ATC) [20] is a measure of the transfer capability
remaining in a physical transmission network for further commercial activity over
and above already committed use. ATC is calculated for each control area and posted
on a public communication system for open access by a transmission network
delivering electricity. Determination of ATC is a complicated task in which the
total transfer capability (TTC) and two transmission margins are calculated: the
transmission reliability margin (TRM) and the capacity bene tmargin (CBM). An
accurate determination of ATC is essential to maximize the utilization of the existing
transmission network while maintaining system security. An underestimated ATC
may lead to under-utilization of the transmission system, while an overestimated
ATC can lower the system reliability.

1.2 ARTIFICIAL INTELLIGENCE AS ANEW TREND IN
OPTIMIZATION PROBLEMS

Recently, methods based on arti cial intelligence have been widely used for solving
optimization problems. These methods have the advantage that they can deal with
complex problems that cannot be solved by conventional methods. Moreover, these
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methods are easy to apply due to their simple mathematical structure and easy to
combine with other methods to hybrid systems adding the strengths of each single
method. Arti cial intelligence based methods generally simulate natural phenomena
or the social behavior of humans or animals.

An expert system [21], also known as a knowledge based system, is a computer
program that incorporates knowledge derived from experts in a speci ¢ subject
to provide problem analysis to users. The common form of an expert system is
a computer program containing the rules for analysis and recommendations for
users who have less experience in solving a speci ¢ problem. Expert systems were
developed during the 1960s and 1970s and commercially applied throughout the
1980s. The methodologies of expert systems can be classi ed into the categories
of rule-based systems, knowledge-based systems, neural networks, object-oriented
methodology, case-based reasoning, system architecture, intelligent agent systems,
database methodology, modeling, and ontology. Expert systems are also combined
with fuzzy systems to fuzzy-expert systems or combined with neural networks to
neuron-expert systems. Recently, with the development of computer techniques,
expert systems are applicable to online applications.

Fuzzy systems [12, 14] are considered a mathematical means of describing
vagueness in linguistic terms instead of an exact mathematical description. They
are appropriate for dealing with uncertainties and approximate reasoning. In a fuzzy
system, the membership functions are vaguely de ned to represent the degree of
truth of some events or conditions. The values of membership functions range from
0 to 1 in their linguistic form associated with imprecise concepts. Fuzzy systems
were developed in 1965 and have become popular in technical problem solving.

Arti cial neural networks [6] are mathematical models simulating the human
biological neural network for processing information. A neural network consists of
some layers of arti cial neurons linked by weight connections. There are several
types of neural networks de ned by their structure such as feed forward, back
propagation, radial basis function, recurrent networks, etc. Each type of neural
network is capable of some speci ¢ work after being trained. Neural networks
are able to infer a function from observations which is particularly useful for
applications with the complex tasks faced in real life like function approximation,
classi cation, data processing, etc. The primary advantage of neural networks is
the capability to learn algorithms, the online adaption of dynamic systems, quick
parallel computation, and intelligent interpolation of data.

Simulated annealing [6] is a meta-heuristic search algorithm for solving
optimization problems by locating a good approximation at the global optimum
point of a given function in a search space. This method simulates the annealing in
metallurgy used for heating and controlled cooling of a metal for its crystal resizing
and effect reduction. Simulated annealing was developed in the 1980s for solving
optimization problems in a discrete searching space and proved more ef cientthan
the method of exhaustive enumeration of the search space.
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Taboo search [6] is also a meta-heuristic search for solving combinatorial
optimization problems in management science, industrial engineering, economics,
and computer science. This method belongs to the local search techniques but it
enhances the performance of local search methods using memory structures to
match them with local minima at the beginning. Once a potential solution has been
obtained, it is marked as taboo, thus the algorithm does not visit that possibility
again and again during the search process. Taboo search was developed in the 1970s
and recently has been widely used for its powerful search capabilities.

Ant colony optimization algorithm [22] is a probabilistic technique to solve
optimization problems. It can be reduced to the problem of nding the shortest
paths through graphs based on the behavior of ants in  nding food for their colony
by marking their trails with pheromones. The shortest path is the trail with the most
pheromone marks which the ants will use to carry their food back home. The rst
algorithm was developed in 1991 and since then, many variants of this principle
have been developed.

Genetic algorithm [2, 4] is a search technique used to nd the exact or
approximately best solution for optimization problems. The genetic algorithm
belongs to evolutionary computation using the techniques inspired by evolutionary
biology such as inheritance, mutation, selection and crossover. The genetic algorithm
was developed part by part from the 1950s onward and is one of the most popular
methods applied to various optimization problems in bioinformatics, phylogenetics,
computer science, engineering, economics, chemistry, manufacturing, mathematics,
physics and other elds. This method can take long computational times to nd
the optimal solution.

Evolutionary programming [8] also follows the evolutionary computation
paradigms to nd the globally optimal solution for an optimization problem.
Evolutionary programming was developed in 1960 placing emphasis on the
behavior of the linkage between parents and their offspring rather than trying to
emulate the speci ¢ genetic operators as observed in nature. The main operators
of evolutionary programming consist of mutation, evaluation and selection. This
method is also widely used in different optimization techniques due to its powerful
search capabilities.

Particle swarm optimization [6] is one of the most heuristic algorithms
developed under emulation of the simpli ed social behavior of animals in swarms,
e.g.,in shschoolsand bird ocks. It is a population based evolutionary algorithm
found to be ef cient in solving continuous non-linear optimization problems.
Particle swarm optimization provides a population-based search procedure, in which
individuals (particles) change their positions (states) over time. It uses a velocity
vector based on the social behavior of the individuals of the population to update
the current position of each particle in the swarm ying in a multidimensional
search space of a problem. During the ight, each particle with a certain velocity is
dynamically adjusted according to its ight experience and that of its neighboring
particlesto nd the best position for itself among its neighbors. The particle swarm
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optimization technique can deliver a high-quality solution within shorter calculation
time with more stable convergence characteristics than other stochastic methods.
Developed since 1995, particle swarm optimization has been successfully applied in
many researches and application areas such as engineering, nance and management
systems and is now one of the most widely used methods in optimizations.

Differential evolution [23], belonging to the class of evolution strategy
optimizers, is a method of mathematical optimization of multidimensional functions
to nd the global minimum of a multidimensional and multimodal function fairly
fast and reasonably robust. Developed in the mid 1990s, the differential evolution
method is a simple population based and stochastic function minimizer and has
become one of the most popular methods used by researchers. The central idea of
this method is a scheme to generate trial parameter vectors by adding the weight
difference between two population vectors to a third one that makes the scheme
completely self-organizing. The trial vector is used for the next generation if it
yields a reduction in the value of an objective function.

In general, the methods based on arti cial intelligence are continuously
developed further for other application in different power system optimization
problems. Recently, hybrid systems combining the strengths of each single method
have been favored by researchers due to various advantages over the single methods
as presented above.

1.3 ARTIFICIAL INTELLIGENCE APPLICATIONS IN POWER
SYSTEMS

For the two recent decades, arti cial intelligence based methods have become
popular for solving different problems in power systems such as control, planning,
forecast, scheduling, etc. These methods can deal with the complex tasks faced
by applications in modern large power systems with ever more interconnections
installed to meet the increasing load demand. The application of these methods has
been successful in many areas of power system engineering.

Some major problems of power systems that arti cial intelligence methods
have been applied to, include planning, operation and modeling analysis.

Power system expansion planning [24]: The structure of a typical electrical
power system is very large and complex including basic components as
generators, AC and DC transmission systems, a distribution system, load, and
FACTS devices. The main objective of least cost system expansion planning
is to optimize the components necessary to provide an adequate energy supply
at minimum cost. In power system expansion planning, many factors have
to be taken into consideration such as demand, line and FACTS placement,
environmental effects, etc. This includes the planning of any expansion of
generation, transmission and distribution. Further issues also considered in
this task are reactive power planning, reliability analysis and network design
among others.
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Power system operation [6]: In real-time power system operation, the online
power generation should meet the total load requirement plus transmission
losses in a reliable and secure manner. In this approach, operating power
plants and the transmission system are considered. The problems involved
include generation scheduling, economic dispatch, optimal power ow, unit
commitment, hydrothermal scheduling, reactive power dispatch, voltage
control, load frequency control, static and dynamic security assessment,
maintenance scheduling, fuel scheduling, contract management, equipment
monitoring and dynamic generator rescheduling. For supervisory purposes,
data acquisition and the energy management system (SCADA/EMS),
load forecasting, load management, alarm processing, fault analysis and
diagnosis, service restoration, network/substation switching, contingency
analysis, optimal power ow and state estimation functions are included in
the design.

Power system modeling/analysis [11]: The issues of power system modeling/
analysis include power ow analysis, transient stability, harmonics, dynamic
stability, control design, simulation, protection and bad data detection.

Most recently, arti cial intelligence based methods have been applied to
problems in deregulated environments aiding congestion management, optimization
of bidding strategies and generation scheduling [25].

However, there are still many challenges ahead. Therefore, these methods
are continuously developed and improved to deal with ever larger complex power
systems with an increasing humber of constraints in both the traditional electric
power supply industry and the competitive electricity market environment.

1.4 OVERVIEW OF THE BOOK

This book includes seven chapters solving optimization problems in power
systems before and after deregulation addressed by both conventional and arti cial
intelligence methods. In each chapter, the problem formulation and the related
solution methods are given. At the end of every chapter, practical problems are
included to enable readers to practice further with the insight gained. The main
contents of the chapters are brie y given as follows:

Chapter 1 gives an introduction to the signi cance of optimization problems
in power systems and reviews the newest trends in applying arti cial intelligence.
These applications are also mentioned in this chapter.

The economic dispatch problem with different objective functions and
constraints is comprehensively covered in Chapter 2. Economic dispatch is one
of the attempts in power system operation to optimize the online units schedule in
the least expensive manner. The problems with economic dispatch and its various
constraints such as ramp rate, transmission and emissions are considered rst.
Economic dispatch problems like non-smooth cost functions including prohibited
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operating zones and multiple fuels are introduced. Other economic dispatch
problems of multi-objective, combined heat and power and hydrothermal systems
are also presented. An optimal dispatch solution for a competitive electricity
market is also covered. Complementary, in this chapter, solution methods based
on arti cial intelligence including particle swarm optimization and augmented
Hop eld Lagrange network are described. The particle swarm optimization method
developed through simulation of simpli ed social models is one of the most modern
heuristic algorithms. It can deal with non-convex optimization problems similar
to other evolutionary algorithms. The Augmented Lagrange Hop eld network
is a continuous Hop eld neural network having its energy function based on an
augmented Lagrange function. This network is simpler than a Hop eld network
and more ef cient in nding the optimal solution within a shorter computational
time. In addition, fuzzy linear programming, a method based on the vagueness in
linguistics, is also used for solving economic dispatch problems in traditional and
competitive markets. The mathematical models and explanations for these methods
are also provided so that the reader can easily understand them.

In Chapter 3, unit commitment is used as the criteria for operation planning
for one day up to one week ahead based on load forecast considering generating
unit statuses as discrete variables and time dependent constraints. The solution
methods have to handle both continuous and discrete variables. In this problem,
many constraints are considered such as ramp rate, transmission line, environmental
emissions, fuel limitations etc. Additionally, the unit commitment approach in
competitive markets based on the maximization of total revenue is also considered.
The methods suggested in this chapter are a new adaptive Lagrangian relaxation
and hybrid systems based on generating a unit merit order, Hop eld network
and Lagrangian relaxation. In the adaptive Lagrangian relaxation method, the
Lagrangian multipliers are adaptively adjusted to enhance the convergence rate.
Moreover, introducing a new on/off criterion also improves the convergence in this
method. The augmented Lagrange-augmented Hop eld network isalso an ef cient
method to solve the unit commitment problem. This method is a combination of
both continuous and discrete Hop eld networks with its energy function based
on the augmented Lagrange function. Another method based on a merit order of
generating units is also ef cient in resolving unit commitment issues. The merit
order of generating units based on their average production cost is effective in
determining the thermal unit scheduling. In the methods based on this, heuristic
search is needed to enhance the results or repair constraint violations. Besides this,
the sub-procedures of these methods for certain tasks are illustrated.

One of the most complex problems in generation scheduling opt